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Vorwort — Expedition ins Unbekannte

Jede Science Academy hat ihr Motto: Dieses Jahr lautete es ,Expedition®. Und so startete
unsere Expedition im Juni auf dem Geldnde des Landesschulzentrums fiir Umweltbildung (LSZU)
in Adelsheim mit 77 neugierigen, hochmotivierten, abenteuerlustigen jungen Menschen. Am
Eroffnungswochenende kam unser Expeditionsteam das erste Mal zusammen und lernte sich kennen.
Jedes Mitglied kam mit eigenen Vorerfahrungen, Talenten, Interessen und Erwartungen. Dieses
Kennenlernen weckte bei allen die Neugier und Lust auf diese Expedition. Begleitet von unserem
28kopfigen Leitungsteam sollten sie schon bald neue Interessen entdecken, wissenschaftliche
Erfahrungen sammeln und Freundschaften kniipfen.

Science Academy

2025

Im Sommer brach unsere Expedition endgiiltig auf, ausgeriistet mit Zelt und Hut sowie weiteren
wichtigen Gegenstéinden, die im Laufe der Expedition ihre Bedeutung erhielten. Uber zwei
Wochen hinweg forschten die Teilnehmerinnen und Teilnehmer in den sechs Kursen an packenden
Fragestellungen und stieflen auf iiberraschende Erkenntnisse.

Im Kurs Mathematik/Informatik wurde der Klimawandel mithilfe anspruchsvoller Modelle ana-
lysiert, aber auch Machine Learing kam zum Einsatz. Der Pharmaziekurs untersuchte, welchen
Einfluss die Erndhrung auf die Aufnahme eines Medikaments hat. Unterdessen testete der Ra-
ketenkurs in einer selbstgebauten Rakete die Schwerelosigkeit im Parabelflug. Der Physikkurs
entwickelte eine effektive Montierung fiir Solarzellen, die sich nach der Sonne dreht. Die seit
Jahren schwelende Frage, welche der Tiere auf dem Geldnde Ziegen oder Schafe sind, konnte der
Genetikkurs durch eine DNA-Analyse endlich kldren. Und das Experiment, den Philosophiekurs
mit Theater zu kombinieren, war héchst gelungen, und die abschlielende Theaterauffithrung
von Brechts ,,Der gute Mensch von Sezuan® beeindruckte durch Tiefgang und schauspielerische
Leistung.
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Neben der Kurszeit haben sich die Expeditionsmitglieder bei Ausfliigen und in den KiiAs, beim
Sport, im Chor oder als Teil des Orchesters, bei der Wanderung und dem Grillabend besser
kennengelernt und ihre Interessen ausgelebt. So wurde es nie langweilig, und der grofle Abschlusstag
kam viel zu friih.

Am Dokumentationswochenende bot sich dann die Moglichkeit, auf die gemeinsame Zeit zuriick-
zublicken und die wéhrend unserer gemeinsamen Zeit gewonnenen Erkenntnisse schriftlich zu
dokumentieren. Zwar war damit nun die Zeit in Adelsheim vorbei, doch unsere Expedition ist
noch lange nicht zu Ende.

Wie bei einem Roman, der irgendwann fertig geschrieben ist, aber in den Lesern weiterlebt, geht
auch unsere Expedition weiter in die Welt, indem wir die Erinnerung an das Erlebte, die Neugier
auf weitere Erkenntnisse und vor allem die neuen Freundschaften bewahren.

Wir wiinschen Euch und Thnen viel Spafl beim Lesen unseres Expeditionsberichts!
Eure/Ihre Akademieleitung

fhisse ZBaeer [Ludian Dortiihy
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KURS 2 - KLIMAPHYSIK/INFORMATIK

Kurs 2 — Klimaphysik /Informatik:
Klimamodelle und maschinelles Lernen
— Die Zukunft des Planeten verstehen

mitgenommen werden, und strahlte stets
eine ansteckende Begeisterung aus. Sie hat-
te immer gute Worte parat und ein Lécheln

Unser Kurs

Aaron war immer so tief in den Themen ver-

tieft, dass er kaum noch vom Laptop wegzu-
bekommen war. Mit seinen grofien Mathe-
matik- und Informatikkenntnissen konnte
er uns alle beeindrucken. Nicht nur sein
Fachwissen, sondern auch seine Ausstrah-
lung sorgten insgesamt fiir eine lockere und
angenehme Kursatmosphére.

Arina war immer bei der Sache und bereicherte

den Kurs mit ihrem einzigartigen Humor.
Sie hatte eine unglaublich starke kérperli-
che und mentale Kraft und war fachlich sehr
kompetent. Arina achtete darauf, dass alle

auf den Lippen.

Chiara hat viele Leute in unserem Kurs ver-

bunden und immer die Atmosphéire mit
ihren Witzen aufgelockert. Sie war immer
gut gelaunt und fiir ein Gesprach zu haben.
Chiara ging immer mit viel Motivation an
Projekte heran und bewies unglaubliches
Durchhaltevermoégen. Neue Taktiken beim
Planenspiel konnte sie klar und verstandlich
kommunizieren und uns von der Umsetzung
dieser iiberzeugen.
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KURS 2 - KLIMAPHYSIK/INFORMATIK

Emilia hat den Kurs sozial zusammengehal-

ten. Beim Sportfest hat sie alle mit ihrem
Durchhaltevermdgen motiviert. Auch beim
Musik-Abend hat sie alle mit ihrer Stim-
me beriihrt. Allgemein hat sie viel Ruhe in
den Kurs gebracht. Aulerdem konnte sie
zu jedem Gesprach und jeder Diskussion
Beitrage leisten.

Greta blithte im Kurs immer mehr auf und

beeindruckte alle mit ihren fachlichen Kom-
petenzen. Sie gab immer gut durchdachte
Antworten und war dennoch stets locker
und gut gelaunt. Auflerdem trug sie mit ih-
rer aufgeweckten Art zur Ruhe und Gesamt-
heit des Kurses bei. Sie war stets kreativ,
und wie sie wihrend des Kurses auch noch
an ihrer Buchreihe weiterschreiben konnte,
ist uns ein Rétsel.

Jannick bewies einen starken und grofien Cha-

rakter, wobei sich auch seine Korpergro-
Be beim Planenspiel als extrem praktisch
herausstellte. Sobald man einen Wunsch
nach einer Grafik hatte, erstellte Jannick
sie in kiirzester Zeit. Auflerdem trug er
einen grofien Teil zu den komplizierten Pro-
grammierprojekten bei. Auch auflerhalb des
Kurses begeisterte er uns mit seinen Do-
minosteinen, aus denen er beeindruckende
Bauwerke konstruierte.

Jasper war immer engagiert und hilfsbereit.

30

Sein Fachwissen war ebenso hervorragend
wie seine Sprachkenntnisse. So sorgten sei-
ne Neuseeldndischkenntnisse immer fiir ei-
ne lockere Stimmung im Kurs. Er machte
mehr Spéfle als alle anderen im Kurs und
provozierte damit regelméfig Gelachter. Er

war fiir uns wie ein zweiter Schiilermentor,
indem er den Schlachtruf mit anleitete. Jas-
per hat sowohl immer in den Projekten viel
mitgearbeitet als auch den Kurs zusammen-
gehalten.

Justus brachte sich in den Kurs durch seine

humorvolle und lockere Art ein. Er lief} sich
nie stressen und beteiligte sich an allen
moglichen Debatten. Er schaffte es, Leute
zum Nachdenken anzuregen und war unser
feststehender Fels beim Planenspiel. Ob
mit Jannick auf seinen Schultern oder dem
ganzen Kurs um sich herum stand Justus
fest mit mindestens einem Bein auf dem

Boden.

Louisa war sehr engagiert und hatte zu den

richtigen Zeitpunkten immer gute und pas-
sende Ideen. Sie konnte sich trotz Erkdltung
beim Planenspiel durchsetzen und unsere
Gruppe sehr gut koordinieren. Sie machte
aus jeder Situation das Beste und steckte
uns mit ihrer Motivation und guten Laune
an. Sobald wir Fragen zu einem Aufschrieb
hatten, wusste Louisa genau, wo dieser zu
finden war. Aber auch unter hohem Druck
und bei komplexen Aufgaben bewahrte sie
Ruhe und Durchblick.

Manuel war immer eine ruhige Komponente

unseres Kurses und hatte auch die notige
Motivation, bis spédt in die Nacht an ma-
thematischen Problemen zu arbeiten. Er
traute sich auch selbststdndig an komplexe
Projekte und lieferte somit einen riesigen
Beitrag zum Fortschritt unseres Kurses. Au-
Berdem konnte er toll mit uns reden und
immer eine rationale Meinung mit uns tei-
len. Wir konnten uns darauf verlassen, dass
Dinge, die er anfing, sauber zu Ende bear-
beitet wurden.

Matz hatte zu jedem aufkommenden Problem

einen kreativen Losungsansatz. Er war an
jedem noch so anstrengenden Tag gut ge-
launt und war wie unser Sonnenschein. Auf
Matz konnte man sich immer verlassen, und
sobald uns ein Thema unklar war, konnte
er es uns verstiandlich und hochst professio-
nell erklaren. Beim Planenspiel kam er mit
neuen Strategien und konnte uns immer
zur Ruhe rufen, sobald es zu laut wurde.
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Niklas hatte immer etwas zu Diskussionen bei-
zutragen und brannte fiir seine Ideen. Dabei
konnte er sich fachlich immer sehr genau
ausdriicken. Bei unserer Exkursion und un-
serem Rollenspiel hat er sehr aktiv mitge-
macht und eine phidnomenale Abschlussre-
de gehalten.

Sophia hat oft Gespriche angefangen und da-
mit die Stimmung allgemein aufgelockert.
Dabei hatte sie immer einen Witz auf Lager.
Bei den Gruppenspielen zeigte sie Durch-
setzungsvermogen. Auflerdem beeindruckte
sie uns mit ihrem Fachwissen iiber die For-
mel 1. Auch die selbstgehékelten Cookies
an ihrem Namensschild fielen auf und waren
oft der Grund fir ein spontanes Lécheln.

Avaneesh war der beste Schiilermentor, den
sich unser Kurs héatte vorstellen konnen.
Egal, welches Problem wir hatten, er hatte
immer ein offenes Ohr fiir uns und stand
uns mit Rat und Tat zur Seite. Ob er uns
beim Planenspiel anfeuerte und motivierte
oder uns Kursinhalte ndherbrachte, er blieb
immer entspannt und sorgte mit seinem Hu-
mor fiir eine lockere Stimmung. Auch in
Gesprichen mit ihm hoérte er uns aufmerk-
sam zu und wir konnten offen mit ihm tiber
aufkommende Probleme sprechen.

Daniel war nicht nur ein hervorragender Kurs-
leiter, der uns besonders im Machine-Lear-
ning- und Mathematikbereich sehr berei-
cherte, sondern auch jemand, der mit sei-
ner stets guten Laune und Geduld den Stoff
auf verstdndliche und motivierende Weise
vermittelte. Er hatte immer ein offenes Ohr
und erklarte auch komplexe Themen so,
dass es alle verstanden.

Felix war als Kursleiter eine verléssliche und
geschétzte Stiitze in unserem Kurs. Mit
seiner pflichtbewussten und stets freund-
lichen Art war er immer zur Stelle, wenn
Hilfe gebraucht wurde, egal ob fachliche
oder organisatorische. Besonders in Klima-
physik und Machine Learning zeichnete er
sich durch tiefes Verstdndnis und beeindru-
ckendes Fachwissen aus.

Julia war eine herausragende Kursleiterin, die
mit einer perfekten Mischung aus beeindru-
ckendem Fachwissen und herzlicher, offener

Art iiberzeugte. Thre Erklarungen waren so
klar und verstdndlich, dass man den Inhalt
sofort erfassen konnte. Und wenn doch ein-
mal eine Frage aufkam, merkte man sofort,
wie gerne sie diese geduldig und freundlich
beantwortete. Zuséatzlich hatte sie stets ein
offenes Ohr fiir uns und brachte den Kurs
zusamien.

Einfiihrung

DANIEL SCHILLER, FELIX STRNAD,
JuLIA BRUGGER

In unserem Kurs machten wir es uns zur
Aufgabe, die Temperatur der Erde vorherzu-
sagen. Dabei befassten wir uns sowohl mit
kurzen Wetterprognosen von wenigen Tagen
als auch mit Klimaprognosen von mehreren
Jahrzehnten. Stiitzen wir uns hierfiir besser auf
physikalische Prinzipien, oder lernen wir mehr
aus historischen Daten? Dieser Fragestellung
gingen wir nach und kamen zu dem Ergebnis,
dass die Antwort aufgabenabhéngig ist.

Fir Klimaprognosen beschéiftigten wir uns mit
den grundlegenden Mechanismen des Klima-
systems. Hieraus konnten wir Klimamodelle
unterschiedlicher Komplexitat formulieren, die
grundlegend auf Erhaltungssétzen und Ener-
giebilanzen basierten. Um Klimaprognosen zu
erstellen, programmierten wir diese Modelle
schliefflich in Python. Fiir kurzzeitige Wetter-
vorhersagen machten wir uns mit den Grund-
lagen von Machine Learning vertraut. Wir pro-
grammierten ein neuronales Netz, das statisti-
sche Zusammenhénge der Temperaturentwick-
lungen lernen konnte. Nachdem wir dieses mit
echten Wetterdaten trainiert hatten, konnten
wir kurzzeitige Wetterprognosen mit Konfidenz-
intervallen erstellen.

In unserem Kurs war es fiir alle durchaus
eine Herausforderung, die Vielzahl der rele-
vanten Themen zu durchdringen — viel neue
Physik, geowissenschaftliche Betrachtungen
zum Erdsystem, eine fiir manche zuvor noch
kaum benutzte Programmiersprache, statisti-
sche Grundlagen der Anwendung von Machine
Learning und am Exkursionstag auch noch die
politische und gesellschaftliche Dimension der
globalen Erwirmung.
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Wir, drei aktiv Forschende, hatten als Kurslei-
ter:innen zudem die Idee gehabt, dass im Kurs
mehr geforscht als unterrichtet werden sollte.
So {ibten wir neben fachlichen Herausforderun-
gen auch die Frustrationstoleranz, wenn die
Ursache fiir negative Temperaturen (gemessen
in Kelvin!), unverstindliche Fehlermeldungen
und viel zu lange Rechenzeiten selbst von den
Kursleiter:innen erst nach ldngerer Zeit gefun-
den werden konnte. Durch die Kombination
aus fachlichem Input, eigenem Erarbeiten neu-
er Themen und der Projektarbeit in Gruppen
fand jede und jeder wéihrend des Kurses ihren
und seinen Platz. Im Laufe der Zeit entstand
so eine Atmosphére, die von einer produkti-
ven Mischung aus Konzentration, Freude am
gemeinsamen Arbeiten, humorvollen Unterbre-
chungen und konstruktivem Feedback gepragt
war.

Klima, Wetter und Modelle

JASPER BOERSMA, JUSTUS
BAUMGARTNER

Um das Wetter und das Klima vorherzusagen,
also Prognosen fiir die Zukunft zu erstellen,
brauchen wir Modelle. Modelle sind vereinfach-
te Darstellungen komplexer Systeme, in diesem
Fall eines Klimasystems. Aber was sind Klima
und Wetter tiberhaupt?

Temperatur Adelsheim (9.2°E, 49.7°N) liber 14 Tage

—— Stundlich gemessen
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Abb. 1: Stiindlich aufgeléste Temperatur fiir Adels-
heim. Datenquelle: Deutscher Wetterdienst®.

"https://opendata.dwd.de/climate_ environment/
CDC/grids_ germany /hourly/
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Von Wetter spricht man, wenn kurze Zeitrau-
me betrachtet werden, sieche Abb. 1. Beispiele
sind: ,,Heute regnet es“ oder ,Letzte Woche
hatten wir schones Wetter“. Von Klima spricht
man hingegen, wenn Zeitraume von mindestens
30 Jahren betrachtet werden, sieche Abb. 2. Ein
Beispiel hierzu ist: ,Es wird von Jahr zu Jahr
warmer®.

Temperatur Adelsheim (9.2°E, 49.7°N) liber 40 Jahre
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Abb. 2: Jahrlich gemittelte Temperaturdaten fiir
Adelsheim. Datenquelle: Deutscher Wetterdienst?.

An den beiden Abbildungen 1 und 2 sieht man,
dass sich Wetterdaten mit eher kurzfristigen
Temperaturschwankungen befassen, wahrend
das Klima léngere Trends beschreibt. So ist
beispielsweise die Temperatur in Adelsheim in
den letzten 40 Jahren um ca. 2 °C gestiegen.

Deshalb brauchen wir unterschiedliche Modelle,
um das Wetter und das Klima am genausten
darzustellen. Fir Klimamodellierung miissen
wir mit physikalischen Gesetzen arbeiten, um
dann Klimaverdnderungen wie den Klimawan-
del simulieren zu kénnen und damit vorherzusa-
gen. Fiir Wettermodelle hat sich, statt sich dem
Ganzen physikalisch zu ndhern, Machine Lear-
ning in letzter Zeit bewéhrt. Hierzu befassten
wir uns mit echten Daten, um letztendlich ein
neuronales Netzwerk zu trainieren. Diese Da-
ten wurden von der Wetterstation in Buchen,
das in der Ndhe von Adelsheim liegt, erhoben.
Wir konnten sie auf der Website des Deutschen
Wetterdienstes® abrufen. Nun hatten wir also

https://opendata.dwd.de/climate_environment/
CDC/grids_ germany/daily /Project_ TRY /air_temp
erature__mean/

3https://opendata.dwd.de/climate_environment/
CDC/
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auch Wetterdaten seit 1935 — mit fiinf Jahren
Kriegspause — zur Tageshochst-, Durchschnitts-
und Tagestiefsttemperatur sowie zum Nieder-
schlag.

Das Klimasystem

MATZ VON ASCHERADEN

Um Klima- und Wetterprognosen erstellen zu
koénnen, ist ein grundlegendes Verstindnis des
Klimasystems unerlésslich. Dieses komplexe
Zusammenspiel aus Atmosphére, Hydrosphéare
(Ozeane, StiBwasser und Eis), fester Erde und
Biota (alle Lebewesen auf der Erde) bestimmt,
wie Energie und Stoffe auf der Erde verteilt
und ausgetauscht werden. Nur wer die physika-
lischen Prozesse, Riickkopplungen und Wech-
selwirkungen innerhalb dieses Systems kennt,
kann Vorhersagen und Modelle entwickeln, die
sowohl kurzfristige Wetterereignisse als auch
langfristige Klimaverédnderungen realistisch ab-
bilden.

Das Klima auf der Erde wird durch externe
Antriebe und interne Interaktionen der Kom-
ponenten des Klimasystems bestimmt.

Externe Antriebe

« Sonneneinstrahlung (Forcing): Die Son-
ne ist der wichtigste externe Antrieb und
,Energiegeber“ der Erde. Die Einstrahlung
der Sonne wird durch die Sonnenleuchtkraft
sowie die drei Orbitalparameter beeinflusst:

— Sonnenleuchtkraft: die Energie, die die
Sonne pro Sekunde in das Weltall abgibt

— Obliquitét: Neigung der Erdachse

— Exzentrizitat: Ellipsenformigkeit der Erd-
umlaufbahn

— Préazession: Kreiseln der Erdachse

Die Sonnenleuchtkraft hat seit der Entste-
hung der Erde um 30 bis 40 Prozent zu-
genommen. Die Orbitalparameter variieren
zyklisch auf einer Zeitskala von mehreren
tausend Jahren. Anderungen der Orbital-
parameter fiihren zu Klimadnderungen auf
der Zeitskala von Eiszeitzyklen, also in ei-
ner Groflenordnung von zehntausenden bis

hunderttausenden Jahren. Die Orbitalpara-
meter selbst bestimmen zudem die Jahres-
zeiten.

e Plattentektonik: Die Bewegung der Kon-
tinentalplatten fithrt zu Vulkanausbriichen
und anderen geologischen Prozessen, die Ga-
se wie CO2 in die Atmosphére freisetzen,
aber auch deren Speicherung in tiefen Ge-
steinsschichten ermoglichen. Damit reguliert
sie das Klima langfristig. Dariiber hinaus
haben kurzfristige Verdnderungen, zum Bei-
spiel durch starke Vulkanausbriiche, starke
und schnelle Klimaverdnderungen bewirkt
und damit teilweise sogar Massenaussterben
ausgelost.

Interne Interaktionen

Die einzelnen Komponenten des Klimasystems
tauschen gegenseitig Masse, Stoffe und Energie
aus. Das bewirkt fiir das Wettergeschehen und
das Klima wichtige Prozesse, zum Beispiel:

e Hydrosphire: Ozeane sind durch ihre hohe
Warmekapazitiat gute Warmespeicher und
kénnen dadurch tiber Stromungen Wirme
auf unterschiedlichen zeitlichen und raumli-
chen Skalen transportieren und mit anderen
Komponenten austauschen.

o Biota: Pflanzen und Tiere sind Teil des Koh-
lenstoffkreislaufs und tauschen somit mit
den anderen Komponenten Kohlenstoff aus.
AuBlerdem bestimmen sie wichtige Grofien
fiir Wechselwirkungen auf der Landoberflé-
che. Ein Beispiel ist die Rauigkeit der Ober-
flache, die Winde beeinflusst.

¢ Feste Erde: Die Oberfliche der Erde spielt
eine wichtige Rolle beim Energietransport
auf der Erde. Beispielsweise beeinflusst die
Topografie atmosphérische Strémungen und
Niederschlagsmuster. Auf sehr langer Zeit-
skala fithren tiber Jahrmillionen wandernde
Kontinente langfristig zu einer Verédnderung
des Warmetransports im Ozean. Zudem be-
stimmt die Oberflichenbeschaffenheit die
chemische Verwitterung, durch die Treib-
hausgase langfristig gebunden und im tiefen
Ozean gespeichert werden kénnen.

e Atmosphire: Die Atmosphére tauscht mit
allen anderen Komponenten auf kurzen
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Externe Antriebe

Interne Interaktionen

r—~ Hydrosphare

feste
Erde

Biota

—. Atmosphare

Abb. 3: Aufbau und Prozesse des Klimasystems. Links: Externe Antriebe (Sonnenleuchtkraft, Orbitalparameter,
Plattentektonik); Rechts: Komponenten des Klimasystems und interne Interaktionen.

Zeitskalen Energie, Wasser und Gase aus
und transportiert sie mit den atmosphéari-
schen Stromungen. Diese Interaktionen der
Atmosphére mit den anderen Komponenten
des Klimasystems bestimmen damit grund-
legend das Wettergeschehen.

Feedbacks

Die Interaktionen der unterschiedlichen Kom-
ponenten kénnen anfangliche Verdnderungen
im Klimasystem verstédrken und abschwachen.
Solche Wechselwirkungen nennt man Riick-
kopplungseffekte oder Feedbacks:

o Positive Feedbacks verstiarken den Aus-
gangseffekt.
Beispiel: Fis-Albedo-Effekt. Durch erhohte
Temperaturen schmilzt Eis, wodurch die Re-
flexion (Albedo) abnimmt, was die Tempe-
ratur weiter erhoht.

e Negative Feedbacks schwichen den Aus-
gangseffekt ab.
Beispiel: Chemische Verwitterung. Hohere
CO2-Konzentrationen erhchen die Tempe-
raturen und die Niederschlagsmenge. Dies
erhoht die chemische Verwitterung, wodurch
mehr COs langfristig in Gestein gebunden
wird, was zum Sinken der Temperatur fithrt.

Die beschriebenen Prozesse zeigen, dass das
Klimasystem hochkomplex und stark vernetzt
ist. Diese Komplexitdt macht das Erstellen
von Prognosen und Vorhersagen schwierig. Wir
miissen daher in jedem Fall Vereinfachungen
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annehmen, um das Klimasystem erfass- und
vorhersagbar zu machen. Das bedeutet, wir
miissen Modelle entwickeln. Im Folgenden be-
schreiben wir die Entwicklung eines langsam
komplexer werdenden Klimamodells.

Numerische Klimamodelle

EMiLiA PAuL, JANNICK BOSERT,
MANUEL WEFERS, SOPHIA HERBEL

0-dimensionales Energiebilanz-Modell

Ein 0-dimensionales Energiebilanz-Modell ist
die einfachste Form eines Klimamodells und
eignet sich daher besonders fiir den Einstieg in
die numerische Klimamodellierung. Zunéchst
wird die Erde in diesem Modell als Punkt be-
trachtet, auf den die Sonne einstrahlt. Dabei
wird durch die Solarkonstante Sy festgelegt,
wie viel Strahlungsleistung pro Flédche oberhalb
der Atmosphére auf die Erde trifft.

Ein Teil der Sonneneinstrahlung wird von der
Atmosphére, Wolken und der Erdoberfliche
reflektiert. Der Anteil der Reflexion wird durch
die sogenannte Albedo « beschrieben. Die
Erde selbst gibt nach dem Stefan-Boltzmann-
Gesetz Warmestrahlung an ihre Umgebung ab:

Stefan-Boltzmann-Gesetz

Jeder Korper gibt in Abhéngigkeit von sei-
ner Temperatur T Warmestrahlung an
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seine Umgebung ab. Fiir einen schwarzen
Korper (perfekt absorbierend und emittie-
rend), gilt dabei fiir die abgestrahlte Leis-
tung P:

P =cAT".

Hierbei ist A die Oberfliche des Korpers
und o = 5,67 - 10_8% die Stefan-Boltz-
mann-Konstante.
Fiir nicht perfekt schwarze Koérper wird
zuséatzlich der Emissionsgrad e beriick-
sichtigt:

P =coAT*.

Daraus ergibt sich folgende Gleichung zur Be-
schreibung der Energiebilanz:

Sonneneinstrahlung
minus reflektierter

Anteil Erdabstrahlung
AT S() A
.20 = 1 a) - T
At 4
~——
Temperaturdnderung
pro Zeit

Hier ist C' die Warmekapazitat der Atmosphére.
Diese Gleichung bedeutet, dass die Anderung
der Energie auf der Erde gegeben ist aus der
Differenz der aufgenommenen und abgestrahl-
ten Energie, was in Abb. 4 dargestellt wird.

Wenn wir annehmen, dass sich die Temperatur
iiber die Zeit nicht dndert, AT = 0, gilt:

%0 (1 a) = coT?.

4

Das heifit, dass die aufgenommene Energie der
Erde gleich der abgegebenen Warmestrahlung
ist. Hieraus kann die Gleichgewichtstemperatur
der Erde bestimmt werden:

T— 4 SO'(l_a)
N deo )

Implementierung
Eine einfache Python-Implementierung dieses
Modells sieht folgendermaflen aus:

global_mean_temp = ((1 - a) * solar_ constant
</ (4 * e * sigma)) ** (1 / 4)

Abb. 4: Visualisierung eines 0D-Modells.

Setzt man realistische Werte ein (o = 0,3 und
e = 0,88), ergibt sich eine Temperatur von etwa
T ~ —10°C. Im Vergleich zur heutigen globa-
len Durchschnittstemperatur von T ~ 15°C
erscheint das deutlich zu niedrig. Der Grund
dafiir ist, dass die obige Gleichung die Erdatmo-
sphére vernachlassigt. Diese bewirkt, dass nied-
rig-energetische, langwellige Strahlung der Er-
de von der Erdatmosphére teilweise absorbiert
und wieder emittiert wird. Die zuriickgestrahl-
te Energie fithrt zu einer erhohten Temperatur
auf der Erde. Dieser natiirliche Treibhaus-
effekt ist in diesem vereinfachten Modell nicht
bertiicksichtigt.

Einfluss von Albedo und Emission

Temperatur (°C)

0.2

0.4
0.6
‘\lbedo 0.8

1.0

Abb. 5: Abhéngigkeit der Temperatur von Albedo

und Emissionsgrad.
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Die Temperatur ist also von den Parametern a
und € abhéngig. Wenn man diese, wie in Abb. 5
gezeigt, variiert, kommen sehr unterschiedliche
mittlere Temperaturen heraus.

Wenn wir die Werte « = 0,3 und ¢ = 0,6
wiahlen, erhalten wir fiir die global gemittelte
Temperatur einen deutlich realistischeren Wert
von T ~ 15°C.

1D-Klimamodell

Um unser Modell realistischer zu machen, miis-
sen wir weitere Dimensionen hinzufiigen. Das
1D-Klimamodell ist eine erweiterte Version des
0D-Klimamodells. So wie bei dem 0D-Klima-
modell handelt es sich auch hier um ein Ener-
giebilanz-Modell. Dieses Modell verfiigt jedoch
iiber eine Abhéngigkeit der Temperatur vom
Breitengrad (. Damit kann fiir jeden Breiten-
grad ¢ eine Temperatur berechnet werden. Die
Dimension der Langengrade wird aber noch
nicht berticksichtigt.

Die Energiebilanz dieses Modells ist gegeben
durch:

AT

C A

=(1—-a)-Q(p) — OLR(p) — H(y) .
Die einzelnen Terme haben folgende Bedeu-
tung:

e (1 —a)-Q ist der Anteil der einfallenden
Strahlung, der nicht von Erde und Atmo-
sphére reflektiert wird.

o Q(p) beschreibt die Abhéngigkeit der Son-
neneinstrahlung vom Breitengrad. Es kann
durch den folgenden Ausdruck dargestellt
werden:

Q@)= 2145 Pr(e))

Hierbei ist P2(p) das 2. Legendre-Polynom,
Py(p) = £(32z% — 1) mit = = sin(p).

o OLR(p) ist die langwellige Warmeabstrah-
lung der Erde und kann formuliert werden
als

OLR(¢) = (AoLr + Borr - T(¢)) -

Dies ist eine Parametrisierung des Stefan-
Boltzmann-Gesetzes, welche die Gleichung
durch eine Linearisierung vereinfacht.
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o H(yp) beschreibt den Warmeaustausch zwi-
schen den Breitengradbandern. Wir nehmen
hier vereinfacht an, dass dieser Austausch
durch eine lineare Abhéngigkeit von der Dif-
ferenz zwischen der Temperatur T'(¢) und
der global gemittelten Temperatur T gege-
ben ist:

H(p)=0b-(T(¢) - T).

Die hier verwendeten Ausdriicke fiir Q(¢p),
OLR(p) und H(y) sind vereinfachte Ausdriicke
fiir die Sonneneinstrahlung, die Warmeabstrah-
lung der Erde und den Warmeaustausch. Diese
enthalten die freien Parameter so, AoLr, BOLR
und b, welche durch den Vergleich mit Messkur-
ven der jeweiligen Groflen angepasst werden.
Die Ausdriicke fir Q(¢), OLR(yp) und H(yp)
sind zeitunabhéngig.

Mit der Energiebilanzgleichung des 1-dimensio-
nalen Modells kann man die Temperatur fiir
jeden Breitengrad ¢ berechnen, wie in der pin-
ken gestrichelten Kurve in Abb. 6 zu sehen. Das
Modell muss fiir 15 bis 20 Modelljahre laufen
gelassen werden, um eine Gleichgewichtstem-
peratur fiir jeden Breitengrad zu erreichen.

Albedovariation

In einem 1-dimensionalen Klimamodell spielt
die Albedovariation mit dem Breitengrad, also
die Veranderung der Reflexivitat der Erdober-
flache, eine zentrale Rolle, da die Oberfliche der
Erde (insbesondere die Vegetationsbedeckung)
in Abhéngigkeit vom Breitengrad variiert.

Diese Eigenschaft simulierten wir, indem wir
passende Albedowerte fiir verschiedene Breiten-
gradbédnder festlegten, siehe Abb. 6. So haben
zum Beispiel Eisflichen der polaren Breiten-
grade hohe Albedowerte, was die schon kalten
Temperaturen weiter verringert, und Gebiete
mit Regenwald in tropischen Breitengraden
haben niedrige Albedowerte, was zu héheren
Temperaturen fithrt.

2D-Klimamodell

Wir fithren nun eine weitere Dimension in das
Energiebilanz-Modell ein, sodass es nun eine
Abhéngigkeit vom Breitengrad ¢ und dem
Langengrad A gibt. Dadurch kann man die
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Temperaturprofile nach Breitengrad
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Abb. 6: Beispielhafte Wahl der Albedowerte fiir Breitengradbéander (links) und simulierte Temperatur mit (rot) und
ohne (pink) Albedovariation (rechts).

Erde als Karte aus vielen kleinen Boxen dar-
stellen, in denen die unterschiedliche Oberfl4-
chenbeschaffenheit die Warmekapazitat C,
und die Albedo o, ) bestimmt.

Die Formel fiir dieses Modell sieht so aus:
. At
Co

— OLR, + DV?TL |

t  _ t—1
Tlp7)\ - T‘)o,)‘

{(1 - ago,)\) : pr

wobei T(;/\ die Temperatur in der Zelle mit
dem Breitengrad ¢ und dem Léngengrad A
zum Zeitpunkt ¢ ist. Die Temperatur wird aus
der Temperatur des vorherigen Zeitschritts be-
rechnet, zu dem ein Term addiert wird, der die
Anderung durch

o die Differenz zwischen Sonneneinstrahlung
und Reflexion:

(1 - ago,/\) : pr )

 die Abstrahlung OLR, \ und

¢ den Wiarmeaustausch durch Diffusion
2t—1
DV T%A ,

modelliert.

In diesem Fall beschreiben wir die einfallen-
de Sonneneinstrahlung durch einen komplexen
Term, der die zeitliche Verdnderung tiber den
Jahresverlauf beinhaltet, den wir hier aber nicht
im Detail diskutieren. Daher sind in diesem
Modell die Jahreszeiten représentiert.

Wie im 1-dimensionalen Modell vereinfachen
wir den Term fiir die abgestrahlte Leistung von
der Erde, OLR,, ), durch eine Linearisierung.
Den Warmeaustausch beschreiben wir hier als
Diffusion, was laut der Diffusionsgleichung als
DVQT(;;} formuliert wird, wobei D die Diffu-
sionskonstante ist.

Die durch unser Modell berechneten Tempera-
turen kénnen wir in einer Karte darstellen, wie
in Abb. 7 fiir unsere momentane Modellversi-
on zu sehen ist. Es ist gut sichtbar, dass die
Temperatur von niedrigen zu héheren Breiten-
graden wie zu erwarten abnimmt. Auflerdem
verandert sich die Temperatur den Jahreszeiten
entsprechend. So erkennt man zum Beispiel die
polare Abkiihlung im Sommer auf der Stidhemi-
sphare und im Winter in der Nordhemisphére.
Problematisch ist, dass die Temperatur von
einigermaflen realistischen Temperaturen am
Aquator zu héheren Breitengraden zu schnell
und zu stark abnimmt. Die Ursache konnten
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Abb. 7: Die Temperatur Karten fiir verschiedene Jahreszeiten.

wir noch nicht genau ermitteln. Wir vermuten
allerdings ein Problem in der Implementierung
des diffusiven Warmetransports.

Warum sind komplexere Klimamodelle
notwendig?

Das Klimasystem ist zu komplex und dyna-
misch, um es in den bisher beschriebenen ein-
fachen Energiebilanz-Modellen umfassend und
korrekt zu beschreiben. Fiir realistischere Simu-
lationen und Prognosen fiir die Zukunft sind
daher erweiterte Modelle notwendig, die die
Wechselwirkungen zwischen verschiedenen Kli-
makomponenten anhand von detaillierterer Be-
schreibung berticksichtigen. Daher haben wir
uns im néchsten Schritt mit der interaktiven
Version eines komplexeren (allerdings immer
noch einfachen) Klimamodells beschéftigt.

Monash Simple Climate Model

NIKLAS JEHN

Das Monash Simple Climate Model (MSCM)
ist ein frei zugingliches?, dreidimensionales,
von der Monash University in Melbourne ent-
wickeltes, recht einfaches Klimamodell. Es be-

*https://mscm.dkrz.de/overview_i18n.html?locale
=DE
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notigt nur wenig Rechenleistung, wodurch es ei-
ne schnelle Modellierungen erméglicht. Hierbei
analysiert das MSCM die Energiefliisse im Erd-
system und berechnet die Differenz zwischen
der von der Sonne eingestrahlten und von der
Erde abgestrahlten Energie. Trotz seiner Ein-
fachheit werden dabei alle wichtigen Prozesse
des Klimasystems beriicksichtigt. Das bedeu-
tet, dass neben der Strahlungsbilanz auch der
Einfluss von Eis, Schnee, Wolken und Ozeanen,
der Atmosphére, des Treibhausgases COo, des
Wasserkreislaufs und verschiedener Transport-
prozesse beriicksichtigt werden. Das MSCM ist,
wie viele Klimamodelle, in der Programmier-
sprache FORTRAN geschrieben. Der Code ist
gut dokumentiert und kann auf einem einfa-
chen Laptop ausgefithrt werden. Das Modell
gibt es auch als interaktive Version, mit der
man das Klimasystem der Erde genauer unter-
suchen kann.

Bei dieser Version des MSCM arbeitet man
immer mit zwei parallel angezeigten Experi-
menten, fiir die unterschiedliche Komponenten
aktiviert oder deaktiviert werden konnen. Da-
durch ist es moglich, den Einfluss einer Kom-
ponente im Detail nachzuvollziehen. Verglei-
chen kann man hierbei die beiden Experimente
entweder in einer monatlichen, globalen Dar-
stellung als Weltkarten oder als Zeitreihen be-
stimmter Orte {iber einen Zeitraum von einem
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Monash simple climate model

Analyse des mittleren Klimas

Sprache: Deutsch Versi
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Abb. 8: Beispiel eines Experimentes mit dem MSCM: Links sind alle Komponenten aktiviert, rechts ist ,,Eis und
Schnee* deaktiviert. Unten ist eine Differenzkarte der Temperatur gezeigt. Im Marz erkennt man durch die
geringere Albedo ohne Eis eine hohere Temperatur fiir deaktiviertes Eis und Schnee.

Jahr. Des Weiteren gibt es zwei Versionen: die
einfache Basisversion und die komplexere Stan-
dardversion. Wir haben uns allerdings auf die
Basisversion beschréinkt.

Beispiele

Wir beschéftigten uns mit dem MSCM, um
nachvollziehen zu kénnen, welche Prozesse ein
einfaches dreidimensionales Klimamodell be-
riicksichtigt, und um genauer zu verstehen, was
die einzelnen Komponenten bewirken. Hierbei
begegneten uns mehrere interessante Ergebnis-
se.

Beispielsweise fiel uns auf, dass bei Deaktivie-
rung von Eis und Schnee die Temperatur ge-
rade im Monat Mérz an Nord- und Siidpol
circa 5°C wirmer was als im entsprechenden
Vergleichsexperiment mit Eis und Schnee. Dies
lief} sich darauf zurtiickzufiihren, dass durch den
Wegfall des hoheren Albedowerts von Eis dort
weniger Licht reflektiert werden kann und des-
halb mehr Energie absorbiert wird.

Fis und Schnee haben aber noch eine ganz
andere Wirkung, die auch im Modell représen-
tiert ist: Sie isolieren die Atmosphére von der
darunter liegenden Wasser- beziehungsweise
Bodenschicht. In der Arktis ist beispielsweise
die Atmosphére durch das Meereis vom Ozean

isoliert und tauscht nur wenig Warmeenergie
mit dem Ozean aus. Dadurch ist der Tempera-
turunterschied zwischen den Jahreszeiten mit
Meereis in der Arktis viel gréfler, weil ohne
Meereis der Ozean den Temperaturunterschied
zwischen den Jahreszeiten durch seine grofie
Wirmekapazitiat dampft.

Machine Learning

AARON FETZER, CHIARA SCHRAMM,
GRETA WEIS, LOUISA SAAL

Machine Learning ist ein Teilbereich der
Kinstlichen Intelligenz (KI), wie in Abb.9
dargestellt ist. Beim Machine Learning geht
es darum, statistische Zusammenhéinge von
Hierfiir werden héufig
neuronale Netzwerke verwendet. Neuronale
Netzwerke sind also ein Teilbereich von
Machine Learning.

Daten zu lernen.

Training

Damit ein Machine-Learning-Netzwerk Vorher-
sagen treffen kann, muss es zunéchst trainiert
werden. Training bedeutet, dass das Netzwerk
aus Trainingsdaten Zusammenhénge lernt, die
es dann spéter fiir Vorhersagen nutzt. Hierzu
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Neuronale

Machine Learning
Kunstliche Intelligenz

Abb. 9: Zusammenhang zwischen Kiinstlicher Intel-
ligenz, Machine Learning und neuronalen Netzwer-

ken.

gibt man dem Netzwerk Daten, genannt In-
put, und es berechnet daraus eine Vorhersage,
genannt Output. Anschliefend wird der Un-
terschied zu dem tatsdchlichen Wert, genannt
Ground Truth, bestimmt und das Modell
entsprechend verbessert. Das wiederholt sich
immer wieder, bis der Output dem tatséchli-
chen Wert moéglichst nahe ist. Ein Durchlauf
mit dem gesamten Trainingsdatensatz wird
als Epoche bezeichnet. Dieser Kreislauf ist
in Abb. 10 dargestellt.

Neuronale Netzwerke

Ein neuronales Netzwerk besteht aus mehreren
Schichten, genannt Layer: dem Input Layer,
den Hidden Layers und dem Output Layer.
Jeder Layer setzt sich aus Neuronen zusam-
men. Jedes Neuron einer Schicht ist mit jedem
Neuron der niichsten Schicht verbunden. Uber
diese Verbindungen werden Signale weitergege-
ben, deren Starke jeweils durch ein Gewicht w
bestimmt wird. Hierbei ist w ein veranderbarer
Parameter, der am Anfang zufillig gesetzt wird.
Das eingehende Signal wird mit der folgenden
Formel berechnet:

Signal;, = Z

.__vorherige
Neuronen

Signal cw; + b

aus, ¢

Hier werden die Signale der vorherigen Neu-
ronen, Signal,, ;, jeweils mit dem zur Verbin-
dung zugehoérigen Gewicht multipliziert. Diese
Produkte und ein weiterer verdnderbarer Para-
meter b, der fiir jedes Neuron unterschiedlich
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sein kann, werden zusammenaddiert. In den
Neuronen der Hidden Layer wird dann mithil-
fe einer sogenannten Activation-Function das
ausgehende Signal berechnet,

Signal, , = Activation-Function(Signal,;,) .

aus

Die Activation-Function hat in der Regel die
Figenschaft, dass das Neuron das eingehen-
de Signal weiterleitet, wenn das eingehende
Signal einen bestimmten Wert iiberschreitet.
Ansonsten wird kein Signal weitergeleitet. Die
genaue Form héngt von der jeweils benutzten
Activation-Function ab.

Loss-Funktion

Um das Netzwerk zu trainieren, miissen alle
veranderbaren Parameter so angepasst werden,
dass die Vorhersage immer besser wird. Dazu
muss fiir das Training bestimmt werden, wie
gut die Vorhersage war. Dafiir wird eine so-
genannte Loss-Funktion definiert, welche die
Vorhersage mit dem tatsdchlichen Wert ver-
gleicht. Eine der am haufigsten verwendeten
Loss-Funktionen ist folgende:

T
L= NZ(yi_Qi)Q :

=1
Der echte Wert ¢; wird vom vorhergesagten
Wert y; subtrahiert und diese Differenz wird da-
nach quadriert. Wenn es mehrere Datenpunkte
gibt, werden diese als Summe YV, zusam-
mengezahlt und durch die Gesamtanzahl aller
Datenpunkte N geteilt.

Optimizer

Damit das Netzwerk aus den Daten lernt, verén-
dert der sogenannte Optimizer die Parameter
in jeweils die Richtung, in die der Loss geringer
wird. Die Learning Rate bestimmt, wie stark
die Parameter pro Trainingsschritt gedndert
werden.

Um bei Ausreiflern eine zu starke Anpassung
der Parameter zu vermeiden, werden sogenann-
te Batches benutzt. Diese sind zuféllig gewéhl-
te Gruppen von Datenpunkten, aus welchen
der Loss berechnet wird. In der Gleichung fiir
die Loss-Funktion ist N damit die Anzahl der
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Abb. 10: Schematische Darstellung des Trainings eines neuronales Netzwerkes mit einem Hidden Layer.

Datenpunkte innerhalb des jeweiligen Batches,
genannt Batchsize. Je grofler ein Batch ist,
desto geringer ist die Auswirkung eines Ausrei-
Bers. Allerdings kann eine zu grofle Batchsize
auch dazu fiihren, dass das Training sehr stark
verlangsamt wird.

Statistische Streuung

Fiir eine zuverlassige Vorhersage muss eine ge-
wisse Streuung innerhalb der Daten berticksich-
tigt werden. Aufgrund dessen kénnen Vorhersa-
gen nicht beliebig genau sein. Die Unsicherheit
um einen bestimmten Wert folgt einer bestimm-
ten Verteilung. Um diese zu beschreiben, wird
héufig die Normalverteilung verwendet, wel-
che in Abb. 11 dargestellt ist.

Die Normalverteilung ist eine kontinuierliche
Wahrscheinlichkeitsverteilung, die in vielen na-
tiirlichen Prozessen vorkommt, zum Beispiel
bei Korpergrofien, der Geschwindigkeit von
Gasteilchen oder auch Temperaturschwankun-
gen. Mathematisch ist die Verteilung durch die
Gleichung

1

2ro .

p(x) =

gegeben. Sie wird durch zwei Parameter be-
schrieben: den Erwartungswert p (auch ge-

+30 (99.7%)
B +20 (95.5%)
+10 (68.3%)

Wahrscheinlichkeitsdichte

+20 (95.5%)
+30 (99.7%)

-3 -2 -1 0 1 2 3
X

Abb. 11: Darstellung der Normalverteilung mit den
Intervallen, die 68,3 %, 95,5 % und 99,7 % der Daten

beinhalten.

nannt der Mittelwert der Verteilung) und die
Standardabweichung o (die charakteristische
Abweichung der Werte vom Mittelwert). Die
Naturkonstante e bezeichnet die Eulersche Zahl
und 7 ist die Kreiszahl. Die Verteilung hat
die Form einer symmetrischen, glockenférmi-
gen Kurve: Der hochste Punkt liegt genau beim
Mittelwert, und die Wahrscheinlichkeit nimmt
nach links und rechts stetig ab. Das bedeutet,
dass Werte nahe am Mittelwert am wahrschein-
lichsten sind, wahrend Abweichungen immer
unwahrscheinlicher werden, je weiter man an
den Rand der Verteilung kommt. Ein zentrales
Merkmal der Normalverteilung ist, dass sich
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bestimmte Anteile der Daten in klar definierten
Abstanden als Vielfache von o vom Mittelwert
befinden:

o Ca. 68,3% der Werte liegen innerhalb des
Intervalls u + o,

o Ca. 95,5% der Werte liegen innerhalb von
w =20,

o Ca. 99,7% der Werte liegen innerhalb von
w=+E30.

Diese Eigenschaft ist besonders niitzlich, um
Unsicherheiten in unsere Vorhersage einzu-
bauen. In unserem Fall — der Temperaturvor-
hersage — nehmen wir an, dass die tatséchli-
che Temperaturschwankung einer Normalver-
teilung folgt.

Wir passen den Output unseres neuronalen
Netzwerkes so an, dass es nicht nur eine Vor-
hersage p fiir den néchsten Zeitschritt macht,
den wir als den Erwartungswert interpretie-
ren, sondern auch die Unsicherheit o dieser
Vorhersage abschétzt. Hierfiir mussten wir die
Loss-Funktion anpassen:

L= ig: (i = 9)° + log(o)
N “~ o? ’
=1 1

Bei dieser Gleichung teilt man das Quadrat des
Unterschieds zwischen den echten Werten ;
und den Vorhersagen p; durch das Quadrat
der vorhergesagten Unsicherheit o;. Sagt das
Netzwerk eine kleinere Standardabweichung
vorher, d.h. das Modell ist sich also sehr si-
cher, bestraft der erste Summand eine Abwei-
chung vom echten Wert starker. Damit das
Modell nicht einfach die Unsicherheit immer
grofler vorhersagt, addiert man den Logarith-
mus der vorhergesagten Unsicherheit, log(o;),
dazu. Wenn das Netzwerk eine gréflere Unsi-
cherheit vorhersagt, wird auch der Logarithmus
der Unsicherheit gréfier. Dieser Summand be-
straft somit das Netzwerk, wenn es eine zu
grofle Ungenauigkeit vorhersagt. Durch diese
beiden Summanden néhert sich die Ungenauig-
keit der Vorhersage moglichst nah an die echte
Streuung der Daten an. Das Netzwerk muss
also einen Kompromiss zwischen einer mog-
lichst hohen Genauigkeit der Vorhersage und
der Unsicherheit dieser Vorhersage finden.
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Wettervorhersage

Wir nutzten unser obiges Wissen, um Wetter-
vorhersagen zu erstellen. Das Ziel des Projekts
war es, ein neuronales Netzwerk zu entwickeln,
das auf Basis gegebener Wetterdaten eine Vor-
hersage fiir die néchsten Tage in Adelsheim
erzeugen kann.

Daten

Als Grundlage wurden die Daten des Deut-
schen Wetterdienstes (DWD) verwendet. Diese
mussten zunéchst formatiert werden. Verwen-
det wurden dabei das jeweilige Datum und die
gemessene Temperatur, sodass das Netzwerk
typische Muster und jahreszeitliche Schwankun-
gen erkennen konnte. Als erstes improtierten
wir die Daten mit Hilfe des Python-packages
pandas und bereiteten sie vor:

import pandas as pd

df = pd.read_ csv('produkt_klima_ tag.txt',

- sep=";")

df['MESS_DATUM'] =

— pd.to__datetime(df['MESS_DATUM!'],

— format='%Y%m%d")
So wurden die Rohdaten eingelesen. Danach
entfernten wir noch fehlerhafte Werte und kon-
vertierten das Datumsformat. Dieser Schritt
war entscheidend, damit das neuronale Netz-
werk zeitabhéngige Muster zuverlassig erken-
nen konnte.

Der Code fiir das Netzwerk wurde mit Hilfe
des Python-packages pytorch geschrieben und
in Google Colab ausgefithrt. Auf dieser Platt-
form konnten wir sehr einfach selbst in Python
Machine Learning Modelle trainieren, ohne die
notwendige Software installieren zu miissen. So
konnten wir iiber die bereitgestellten Grafik-
karten das Modell selbst trainieren und die
Ergebnisse anschlieflend auch grafisch darstel-
len. Ein Ausschnitt aus dem Code zeigt, wie
die wichtigsten, oben erklarten Parameter fiir
das neuronale Netz festgelegt wurden:

hidden_ size = 100

num_ layers = 10

window__size = 100

Ir = 0.001

epochs = 300

batch_ size = 256
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Ein wichtiger Bestandteil des Projekts war die
Verarbeitung der Wetterdaten in Zeitfenstern
von mehreren aufeinander folgenden Zeitpunk-
ten. Dadurch wurden nicht einzelne Tage iso-
liert betrachtet, sondern mehrere aufeinander-
folgende Tage gemeinsam ausgewertet, um ei-
ne Vorhersage fiir den néchsten Zeitpunkt zu
erstellen. Das Modell erhielt jeweils eine Se-
quenz vergangener Temperaturwerte und lern-
te daraus, wie sich die Temperatur im néchsten
Zeitschritt entwickelt. Diese Methode ermog-
lichte es dem neuronalen Netz, zeitliche Ab-
héngigkeiten und Trends zu erkennen — zum
Beispiel den Ubergang zwischen Jahreszeiten.
Wir setzten die Lange des Zeitfensters, genannt
window__size, auf 100 Tage, also knapp ein drit-
tel Jahr. Ein kurzer Codeausschnitt zeigt, wie
wir die Trainingsdaten erzeugen konnten:

def create_sequences(data, window__size):
X,y=101
for i in range(len(data) - window__size):
X.append(datali:i+window__size])
y.append(datali+window_size])
return np.array(X), np.array(y)

Hierbei ist X der Input und y die Ground Truth,
die wir lernen wollen, richtig vorherzusagen.
Um die Wetterdaten in Trainingsdaten um-
zuwandeln, erzeugte diese Funktion aus der
vollsténdigen Zeitreihe eine Vielzahl iiberlap-
pender Teilsequenzen. Jede Sequenz bestand
aus genau 100 aufeinanderfolgenden Tempera-
turwerten, die dem Modell als Eingabe dienten.
Der jeweils unmittelbar folgende Wert wurde
als Zielwert gespeichert, den das Modell vor-
hersagen sollte. Aus den historischen Daten
der letzten 40 Jahre erstellten wir damit einen
Datensatz mit ca. 25 000 Eintragen, die jeweils
aus 100 Input-Werten und einem Output-Wert
bestanden.

Temperaturvorhersage

Nachdem wir das Netzwerk auf die historischen
Wetterdaten trainiert hatten, konnten wir Vor-
hersagen fir einen zukinftigen Tag erstellen.
Fiir eine mehrtagige Vorhersage gingen wir da-
bei folgendermaflen vor: Das Netzwerk sagte
den Erwartungswert und die Standardabwei-
chung der Temperatur des darauffolgenden Ta-
ges voraus. Von dieser Normalverteilung zogen

wir einen zufélligen Wert. Diesen hingten wir
der Inputsequenz an und entfernten den An-
fangswert des vorherigen Zeitfensters. Aus der
neuen Sequenz konnten wir damit eine Progno-
se fiir den darauffolgenden Tag erstellen. Diese
Prozedur wiederholten wir fiir den néchsten
und iibernachsten Tag und so weiter, bis wir
eine Vorhersage fiir die gewiinschte Anzahl an
Tagen hatten. Dieses Prinzip ist in der Abb. 12
dargestellt.

A @ Messwerte
@ 1.Vorhersage
e®eo @ @ @ 2Vorhersage
5 ® e ® @ 3.Vorh
% ™Y .. ® .Vorhersage
g [} .O
£
i)
Zeit

Abb. 12: Schematische Darstellung der Temperatur-

vorhersage fiir mehrere Tagen.

Dieses Verfahren stellte jedoch nur ein mogli-
ches Szenario der Temperaturentwicklung dar.
Wir wiederholten das Verfahren deshalb und
erstellten insgesamt 7 500 Szenarien pro In-
put-Zeitfenster. Aus der Verteilung all dieser
Szenarien bestimmten wir die durchschnittli-
che Temperaturentwicklung und deren Stan-
dardabweichung. Ein beispielhaftes Ergebnis
kann man in Abb. 13 sehen. Die blaue Linie
zeigt die gemessenen Tageshochsttemperatu-
ren. Man sieht eine deutliche Schwankung, aber
insgesamt einen Anstieg bis etwa Tag 100. Da-
nach ist eine Tendenz zum Abfallen erkenntlich.
Die rote Linie stellt die durchschnittlich vorher-
gesagte Temperaturentwicklung dar. Der rote
transparente Bereich gibt den Unsicherheitsbe-
reich dieser Vorhersage an. Er deutet darauf
hin, dass die tatsadchlichen Temperaturen mit
einer Wahrscheinlichkeit von 68 % innerhalb
dieses Bereichs liegen werden. Das bedeutet,
dass die Prognosen fiir langere Zeitrdume un-
genauer werden.

Abb. 14 zeigt die Temperaturvorhersage fiir
Adelsheim fiir den Zeitraum vom 01.09.2025
bis zum 15.09.2025. Die blaue Linie stellt die
gemessenen Tageshochsttemperaturen dar. Die
Temperaturen schwanken zwischen etwa 20 °C
und 35 °C, mit Spitzen um Ende Juni bis An-
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—— Daten
—— Vorhersage

68% Ungenauigkeit

Tageshdchsttemperatur [°C]
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Abb. 13: Mehrtigige Temperaturvorhersage. Die
echten Daten sind dargestellt als blaue Linie, die
Vorhersage und der 68 %-Unsicherheitsbereich sind
rot abgebildet.
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Abb. 14: 14-tagige Temperaturvorhersage fiir Adels-
heim. Die Tage bis zur Vorhersage sind blau darge-
stellt, die Vorhersage und der 68 %-Unsicherheits-
bereich sind rot abgebildet.

fang Juli. Im August ist eine leichte Abkiihlung
zu erkennen. Die rote Linie zeigt die prognos-
tizierten Temperaturen ab Anfang September
2025. Diese sinken allméhlich von rund 23 °C
auf etwa 17 °C Mitte September. Fiir den Tag
der Abschlussprisentation, den 10.09.2025, sag-
te unser Modell 19,2 4 3,3 °C voraus, was mit
dem tatséchlichen Wert von 19 °C (laut Wetter-
App) gut tibereinstimmte.

Sportfest

EMivLia PAuL, SOPHIA HERBEL

,Phi R? — Wir sind am Start“
,Unser Batch — Gewinnt das Match*
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Diese beiden Schlachtrufe riefen wir nach jeder
erfolgreich abgeschlossenen Station. Dabei ist
,Phi R?¢ an die Gleichung ,4*> = 16“ ange-
lehnt, die auf die Anzahl der Teilnehmer:innen
und Leiter:innen unseres Kurses hinweist. Kurz
darauf bemerkten wir jedoch, dass mit Schiiler-
mentor Avaneesh und unseren drei Leiter:innen
Julia, Felix und Daniel insgesamt 17 Personen
im Kurs waren. Dieses Problem 16sten wir krea-
tiv, indem wir Julia und Felix als Ehepaar ein-
fach als eine Einheit zdhlten. Nach mehrfachem
Uben unseres Schlachtrufs waren wir schlieflich
perfekt auf das Sportfest vorbereitet.

In der Woche vor dem Sportfest war unsere
Aufregung grofl; da man uns mithilfe gefélsch-
ter Dokumente glauben lief3, dass unter ande-
rem Speerwerfen, Finf-Kilometer-Liufe sowie
Klimmziige und Liegestiitze pro Minute Teil
der Aufgaben seien. Zur allgemeinen Erleichte-
rung stellten sich die tatséchlichen Aufgaben
jedoch als deutlich angenehmer heraus — sie
reichten vom Einkaufen in der Schubkarre bis
hin zum Ziehen eines Autos. Aufgrund einer
Dysfunktion des Zeltes, das zu einer der Statio-
nen gehorte, (und anderer Griinde, die definitiv
nicht von uns verschuldet waren) wurde dieses
ungliicklicherweise minimal beschéadigt.

Eine weitere Disziplin bestand darin, unseren
Schiilermentor auf einem Holzgestell, das wie
ein ,A“ geformt war und an der Spitze vier
Seile hatte, iber eine festgelegte Rennstrecke zu
bewegen. Dazu zogen gleich grofle Gruppen an
den Seilen. Durch klare Kommunikation (und
lautes Schreien) gelang uns das auflerordentlich
gut.

Dank all dieser Strategien und (meist) sehr gu-
ter Zusammenarbeit erreichten wir stolz einen
der drei zweiten Plétze.
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Exkursion zur Klima Arena

JASPER BOERSMA

Mit unserem Ausflug zur Klima Arena in Sins-
heim brachten wir auch den politischen Aspekt
des Klimas ins Spiel. In einer nachgestellten
Verhandlung des Klimakabinetts sollten wir
als Ministerien handelnd mit einem gewissen
finanziellen Budget eine bestimmte Menge an
COs einsparen, um so bis zum Jahr 2050 klima-
neutral zu werden. Dabei merkten wir, dass es
gar nicht so einfach ist, mit den gegebenen Mit-
teln ein gutes Konzept zu entwickeln, bei dem
sowohl die einzelnen Ministerien als auch die
Bevolkerung zufrieden sind. Nach einigem Hin
und Her und zwei Sitzungen schafften wir es
letztendlich, ein Konzept zu entwickeln, dem al-
le zustimmten. Alle Verhandlungspartner muss-
ten jedoch Kompromisse eingehen.

Danach hatten wir noch Zeit, uns mit einem
Vesper zu starken und uns im Museum umzu-
sehen. Das Museum war in die vier Abschnitte
,Grundlagen®, ;Wohnen und Energie“, , Lebens-
stil und Konsum* sowie ,,Mobilitat“ aufgeteilt.
Bei den ,,Grundlagen® wurde grob erklart, wie
das Klima sich im Laufe der Zeit gedndert hat,
welche Faktoren das Klima beeinflussen und
entsprechend auch wodurch der menschenge-
machte Klimawandel durch ausgestolene Treib-
hausgase entsteht. Im Abschnitt ,,Wohnen und
Energie* war auf einem groflen Touchscreen
ersichtlich, an welchen Stellen im Alltag wie
viel Energie verbraucht wird. Auflerdem war es
virtuell méglich, zukunftsorientierte Stadte zu
bauen und dadurch klar zu sehen, welche Ande-
rungen im Stadtbau durchfithrbar wéren. Auch

war es moglich, im Bereich , Lebensstil und Kon-
sum‘ virtuell fiir eine Grillparty einzukaufen
und dabei zu sehen, wie klimafreundlich die
getroffene Wahl ist. Aulerdem war ein Modell
interessant, bei dem wir sehen konnten, welche
Produktart global den meisten Miill verursacht.
Zum Thema ,,Mobilitdt“ gab es zum einen ein
Spiel, bei dem man mit unterschiedlichen Ver-
kehrsmitteln von der einen Stadt zur néchsten
Stadt kommen musste und dabei sehen konnte,
wie viel COgy durch die Wahl der Reisemittel
ausgestoffen worden wére. Zum anderen gab
es einen Simulator, in dem man in fiktiven zu-
kiinftigen Fahrzeugen mitfahren bzw. -fliegen
konnte.

Im sogenannten ,,Gletscherkino“ konnten wir
eine Simulation erleben, die zeigte, wie unsere
Erde aussehen konnte, wenn die Menschheit zu
spat auf den Klimawandel reagiert.

Ein Highlight war aulerdem eine kleine Boxau-
to-Rennstrecke, in der man aber erst mitfahren
durfte, wenn man zuvor durch ein grofies Hams-
terrad ausreichend Strom erzeugt hat. Unser
Schiilermentor wurde im Rennen natiirlich pro-
blemlos von uns geschlagen.

Fazit

MATZ VON ASCHERADEN

Wahrend unseres Kurses eigneten wir uns
nicht nur ein groBartiges Wissen iiber das
Klimasystem, das Maschinelle Lernen und das
Erstellen von Wettervorhersagen an, sondern
wir sind auch als Gruppe gewachsen und
zusammengeschweiflt. Die gemeinsame Zeit
war gepragt von lustigen und emotionalen
Momenten, die wir sicherlich nie vergessen
werden. Mit Stolz schauen wir auf unsere
Erfolge, die gemeisterten Vorhersagen im
Bereich Wetter und Klima und unsere tolle
Teamarbeit zurtick.

Im Laufe des Kurses, besonders als wir tiefer in
das Klimasystem eintauchten, bemerkten wir
allerdings, wie zerbrechlich dieses ist und wie
herausfordernd es sein kann, sichere Prognosen
davon zu erstellen, wie sich das Klimasystem
durch menschliche Eingriffe in der nahen Zu-
kunft verdndern wird. Die vielen Feedbacks
und Prozesse machen das unglaublich schwie-
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rig und komplex. Unsere Erfahrung bei der
Nachstellung einer Klimaverhandlung des Bun-
destages in der Klima Arena Sinsheim zeigte
uns zudem, dass politische Verhandlungen zum
Klimaschutz durch sehr gegensétzliche Interes-
sen gepragt und die Ergebnisse daher Kompro-
misse sind, die fir den Schutz des Erdsystems
problematisch sind.

Fiir uns bedeuten diese Erkenntnisse, dass es
unglaublich wichtig ist, auf unseren Planeten
aufzupassen, und dass wir dafiir sorgen miissen,
dass er wieder gesiinder wird, damit noch viele
zukunftige Akademien stattfinden konnen.

Zitate

MATZ VON ASCHERADEN

o Erklarbér
o Apfelkuchen

o Ingwer-Kurkuma-Tee — hilft in allen Lebens-
lagen

Warum wirft man generell Atombomben?

Avaneesh: Ich kann mir nichts merken. Ich
habe ein Goldfischgehirn.

Daniel: Genau, genau
Jannick ist mein Tiefpunkt

Ich glaube nicht, dass ich ADHS habe!
aggressives Beinkicken™®

KAI URUROA, KAI MATE FEKE!
(dt. geschrieben)

Heute Nacht kommt die Zahnfee!
Jannick kann mehr zwischen Justus Fiifle
OK, es ist wirklich gestorben

Das ist héasslich, das ist deutsch!
Leerzeichen sind bose!

Der Klimawandel ist bewiesen!

Wer ist zwischen meinen Beinen?

Quod erat demonstrandum.

...und dann kriegt Google einen colabs

Booop
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John Jabez Edwin Mayall (1875)
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Seite 99, Gemaélde von Friedrich Nietzsche:
Wikimedia, https://commons.wikimedia.org/wiki/File:Portrait of Friedrich Nietzsche.jpg
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Seite 100, Gemélde von Gotthold Ephraim Lessing:
Wikimedia, https://commons.wikimedia.org/wiki/File:Gotthold_Ephraim_ Lessing..jpg
Nach einem Gemalde von Carl Jager (ca. 1870)
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